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ABSTRACT
Criminal elements in today’s technology-driven society are using every means available at their disposal to launder the proceeds from their illegal activities. While many anti-money laundering solutions have been in place for some time within the financial community, they cannot adapt to the ever-changing risk and methods in relation to money laundering. In order to provide decision support for AML decisions, we formulate a conceptual model for AML by following Simon’s decision-making process model. Based on this model, in order for a more adaptive, intelligent and flexible solution for anti-money laundering, the intelligent agent technology is applied in this research. Intelligent agents with their properties of autonomy, reactivity and proactivity are well suited for money laundering prevention controls. Several types of agents are proposed and a novel and open multi-agent architecture is presented for anti-money laundering. A prototype system for money laundering detection is also developed to demonstrate the advances of the proposed system architecture and business value.
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1. INTRODUCTION
Since the mid-1980s, money laundering (ML) has been increasingly recognized as a significant global problem, with serious economic and social ramifications [2]. Today, ML has become a key funding mechanism for international religious extremism and drug trafficking, and curtailting these illegal activities has become an important focus of governments as part of their ongoing wars on terrorism and drug abuse. Following the terrorist activity of September 11, 2001, there has been an increased focus in the United States and across the globe on the prevention of ML and terrorist financing.

Increasingly, anti-money laundering (AML) systems are being implemented to combat ML. However, the traditional rule-based solutions suffer from a number of drawbacks, such as ineffective thresholds, high false positive problem, lack of pattern recognition function, and insufficient data processing capability. In our research, we focus on ML control and prevention, which aim to automate the monitor and diagnosis of ML schemes to assist financial institutions to gain quicker competitive advantage.

ML is a kind of complex, dynamic, and distributed process. Therefore, the system designed for combating ML requires a high degree of cooperative problem-solving capability. Thus, it is very important to start from a decision-making / problem-solving perspective when analyzing and representing AML domain knowledge. In this research, we have adopted Simon’s [26] well-known model of decision-making process as a framework for a decision-based AML model. Based on this conceptual model, we apply intelligent agent technology to ML prevention controls by taking advantage of agent’s autonomy, reactivity, proactivity, and social ability. AML is a complex process involving many entities, where activities are delegated to a number of both autonomous and collaborative problem-solving agents. Each agent manages its AML-related activities based on situational awareness and real-time decisions. From a holistic perspective, such agents have specific goals to achieve and interact with one another to manage their interdependencies. They work both autonomously and collaboratively to achieve the AML goals.

The organization of this paper is as follows. Next section briefly reviews the relevant literature on ML, AML, AML systems, Simon’s decision-making / problem-solving process model, and intelligent agent theory. Section 3 presents our proposed decision-making / problem-solving process model of AML. Section 4 presents the architecture, development, and operation of a multi-agent-based AML system – IAML. The final section addresses our contribution as well as the future work.
2. BACKGROUND

2.1. Money Laundering and Anti-Money Laundering

Money laundering (ML) is a term usually used to describe the ways in which criminals process illegal or “dirty” money derived from the proceeds of any illegal activity (e.g. the proceeds of drug-dealing, human trafficking, fraud, embezzlement, insider trading, bribery, theft or tax evasion) through a succession of transfers and deals until the source of illegally acquired funds is obscured and the money takes on the appearance of legitimate or “clean” funds or assets [14]. ML is a diverse and often complex process that need not involve cash transactions. ML basically involves three independent steps that can occur simultaneously [16]:

- **Placement** – the process of transferring the proceeds from illegal activities into the financial system in such a manner as to avoid detection by financial institutions and government authorities.
- **Layering** – the process of generating a series or layers of transactions to distance the proceeds from their illegal source and obscure the audit trail.
- **Integration** – the unnoticed reininsertion of successfully laundered, untraceable proceeds into an economy.

The International Monetary Fund (IMF) estimates that the aggregate size of ML in the world could be somewhere between 2 and 5 percent of global gross domestic product (GDP), equivalent to approximately US$590 billion to US$1.5 trillion annually. According to Celent Communications, the amount of illicit funds traveling through ML channels is estimated to reach over US$926 billion worldwide by the end of 2005, and grow at an annual rate of 2.7%. However, those are just estimates – the full magnitude of the problem is still not known with any certainty.

Recent years have witnessed a growing number of highly publicized money laundering scandals involving major international providers of diversified financial services and their correspondents in “off-shore” jurisdictions, Russia, other former Soviet Republics, Latin America and the Caribbean [16]. In response, governments and legal authorities in various jurisdictions have issued an accelerated level of pronouncements and taken other enforcement steps focused on combating ML and related financial crime. In 1989, the Group of Seven Industrial Democracies (G-7) created a global ML watchdog organization called the Financial Action Task Force (FATF). In 1990, the FATF issued its first annual report, containing its now-famous FATF 40 Recommendations, which are the most important set of international anti-money laundering (AML) standards and have been a substantial force in encouraging government AML initiatives. An important element and theme of the FATF 40 Recommendations is the Know Your Customer (KYC) or enhanced due diligence principles. KYC guidelines require or recommend developing a keen understanding, through appropriate due diligence, of who the true beneficial owners and parties to transactions are, the source and intended use of funds and the appropriateness and reasonableness of the business activity and pattern of transactions in the context of business [16]. In addition, FATF also recommended implementing Suspicious Activity Reporting (SAR) models, record keeping, and AML controls as part of overall AML regimes.

However, there are as many methods to launder money as the imagination allows, and the ML schemes being used are becoming increasingly sophisticated and complex as technology advances [3]. Although KYC and SAR are spreading across the globe in forms ranging from best practice, “soft law” and even hard law, the money lauders are forced to change their methods to some degree. ML is becoming increasingly difficult to deter and detect.

In an effort to detect potential ML schemes, many financial institutions have deployed AML detection solutions and enterprise-wide procedural programs. The solutions worked by establishing fixed rule-based thresholds by analyzing how certain established usage scenarios comply within those boundaries. Most financial institutions will establish a threshold based on a set monetary value for each transaction and detecting specific ML patterns and user scenarios that breached those thresholds. The shortcomings associated with those solutions are summarized as follows:

- Those solutions have an inherent inability to detect ML schemes of smaller amounts that may come in under a defined threshold limit. For instance, in investigating the financing behind the events of 9/11, the terrorists have been discovered frequent transactions of small sums that are below the usual cash transaction reporting thresholds [22].
- Problem of false positive, which means there are transactions over a set limit that are marked as suspicious but that do not represent any existing identified risk to the institution.
- Those solutions have had difficulty detecting ML schemes by using current industry information to profile and confirm certain patterns of suspicious laundering activities.
- Although those rule-based systems have some pattern recognition capabilities, they do not have learning or generalization abilities and can only match patterns that they already know. As new ML schemes developed, many of these solutions were unable to uncover them, providing criminals with new avenues to circumvent detection and the law.
- Transaction volumes in the financial instructions are very large and are increasing [33]. Those existing systems do not have enough capabilities to check every transaction in a comprehensive and consistent manner. Too few checks are costly in terms of undetected ML activities.
ML detection and prevention is notoriously difficult [33] [15]. The complex nature of financial products, services, and ML itself, ML is dynamic and adapts over time according to changing conditions. Patterns of behavior change as money launderers become aware of the techniques being used to combat them. Given such behavior, there are no set rules that can be applied to detect patterns of ML. Fixed rules can be applied to mitigate against certain extreme behaviors and to enforce defined regulations. However, embedding static rule-based systems into electronic transaction environments does not provide adequate safeguards to combat ML. It is therefore vital to tackle the problem using technology that adapts, so that systems can be dynamic in the way that they respond to changes in the patterns of ML.

2.2. Herbert A. Simon’s Model of the Decision-Making / Problem-Solving Process

ML is a kind of complex, dynamic, and distributed process. Therefore, the system designed for combating ML requires a high degree of cooperative problem-solving capability. While there are a number of theories of problem-solving / decision-making available, because of its wide-spread acceptance within various disciplines, the one we choose is Herbert A. Simon’s model of the decision-making / problem-solving process.

In his classic work [26], Herbert A. Simon proposed a model of decision-making / problem-solving process comprising four distinct phases—intelligence, design, choice, and review. In the intelligence phase, the decision maker gathers information about the situation and recognizes the problem at hand. The design phase is marked by structuring the problematic situation, developing criteria, and identifying the various alternatives through which the problem can be solved. In the choice phase, the decision maker chooses the best alternative that meets the criteria, and makes the final decision. Following these three phases, the decision maker uses the feedback from the results of the decision to review how well the process was executed. Such reflection on past processes can form a basis of the intelligence phase for future decisions. Although generic and simple in nature, Simon’s decision-making process model has been applied and validated in a wide array of situations [6] [10] [24] [28].

Based on Simon’s model, we formulated the decision-making / problem-solving process model for AML, which includes gathering ML-related information and monitoring potential ML schemes (intelligence, automated), identifying and reasoning various suspicious ML patterns or events (design, automated), investigating and deciding ML behaviors (choice, automated and manual), and evaluating and revising the previous decisions (review) (see Section 3 for more detail).

It is clear that Simon’s model of the decision-making / problem-solving process matches the AML process very well. However, there is a lack of research in adopting classic theories of decision-making / problem-solving in modeling financial applications, like AML system. In this research, we attempt to fill this gap by formulating a conceptual model of the AML problem-solving process according to Simon’s model. Furthermore, we propose an AML system whose design and implementation architectures are organized by the phases of Simon’s model.

2.3. Intelligent Agent-Assisted Decision Support Systems

The development of intelligent agents (IAs) and multi-agent systems (MASs) has recently gained popularity among IS researchers [9] [17]. Although there is no universally accepted definition of the term “agent,” and indeed there is a good deal of ongoing debate and controversy on this very subject, the central point of agents is that they are autonomous: capable of acting independently, exhibiting control over their internal state. Wooldridge and Jennings [34] suggest a precise description of agents; one that may be widely adopted in artificial intelligence communities as well as general computing areas. An agent is defined as a computer system that is situated in some environment, and is capable of autonomous action in that environment in order to meet its design objectives [34] [36]. Furthermore, agents are able to act without the intervention of humans or other systems: they have control both over their own internal state, and over their behaviour [35]. An intelligent agent (IA) is one that is capable of flexible autonomous action in order to meet its design objectives, where flexibility includes properties such as autonomy, social capability, reactivity, and proactiveness [34] [36]. A generic agent has a set of goals, certain capabilities to perform tasks, and some knowledge about its environment. To achieve its goals, an agent needs to use its knowledge to reason about its environment and the behaviours of other agents, to generate plans and to execute these plans.

Various definitions from different disciplines have been proposed for the term MAS. The study of MAS originates from research in distributed artificial intelligence [5] [8], where the activities of the system are distributed among multiple nodes for cooperative problem solving. More recently, the term MAS has been given a more general meaning: A MAS consists of a group of agents, interacting with one another to collectively achieve their goals. By absorbing other agents’ knowledge and capabilities, agents can overcome their inherent bounds of intelligence [18]. One of the current factors (and arguably one of the more important ones) fostering MAS development is the increasing popularity of the Internet, which provides the basis for an open environment where agents interact with each other to reach their individual or shared goals.
In recent years, there has been considerable growth of interest in the design of a distributed, intelligent society of agents capable of dealing with complex problems and vast amounts of information collaboratively. Various researches have been conducted into applying intelligent agent–based technology toward real-world problems. The early work led to SoftBot, a project aimed at autonomously performing predefined general Internet tasks, developed at the University of Washington [7], and an intelligent user assistant for information filtering, developed by MIT MediaLab [20]. Furthermore, there has been a rapid growth in developing and deploying intelligent agent–based systems to deal with real-world problems by taking advantage of the intelligent, autonomous, and active nature of this technology. UBC AgentWeb (http://agents.umbc.edu) has classified the applications into the categories of electronic commerce, manufacturing, network management, HCI, planning and scheduling, and the military. Since agent technology provides flexible, distributed, and intelligent solutions for business process management, researchers have proposed to design and develop numerous intelligent agent–based systems to support business processes management [19] [37]. There has also been a recent accretion of designing and developing intelligent agent–based financial systems [11] [12] [13] [28] [31]. The main benefits of an agent-based approach come from its flexibility, adaptability, and decentralization.

The potential contributions of intelligent agents to decision support systems (DSSs) have been described as enormous [32]. This has been reemphasized in the special issue of the DSS journal on the future directions of DSS [4] [25] [30]. Intelligent agents appear in an increasing number of DSS applications and intelligent agents’ properties can facilitate active decision making.

Intelligent DSSs (IDSSs), incorporating knowledge-based methodology, are designed to aid the decision-making process through a set of recommendations reflecting domain expertise [29]. IDSSs are able to provide services to users and they try to satisfy the user’s requirements through interaction, cooperation, and negotiation. IDSSs also offer tremendous potential in support of well-defined tasks [1] such as data conversion, information filtering, and data mining, as well as supporting ill-structured tasks in dynamic cooperation [12] [23] [29].

3. DECISION-MAKING / PROBLEM-SOLVING PROCESS MODEL OF ANTI-MONEY LAUNDERING

The design purpose of our research is to propose a framework for an intelligent agent–assisted decision support system that targets improved end users’ ML detection and prevention decision making, parallels human problem-solving processes, and supports the major phases of decision making. To achieve decision support effectiveness, an ideal system should be built with reference to the adoption of a decision-making theory. Herbert A. Simon [26] proposed the most famous model of the decision-making / problem-solving process, which identifies four different phases—intelligence, design, choice, and review. We have developed a conceptual process model based on the well-known Simon framework. However, the forth phase, the review activity, is to assess the past decisions, which may evaluate any of first three phases and restart the decision-making / problem-solving process again. Therefore, only first three phases are formulated in our conceptual model. Figure 1 below shows the AML decision-making / problem-solving process conceptual model with specific activities contained within each decision-making phase.

The value of any AML solution has to be based on its ability to uncover suspicious financial activities by identifying the specific individuals or organizations that may be involved [21]. However, given the complex nature of ML prevention controls, both human analysts and automated tools cannot perform the task in isolation. An automated solution cannot attach suspicion to any activity detected – it can only detect activity worthy of analyst interpretation. Human ML expertise is required to determine if that activity is suspicious and worthy of reporting. Therefore, during the decision-making / problem-solving process in our proposed conceptual model, both automated solution (in Intelligence and Design phases) and human expertise (in Choice phase) are involved.

There are two automated supports for the intelligence phase of ML detection and prevention. According to Simon [26], the intelligence phase involves searching the environment for conditions calling for decisions. Therefore, as this phase relates to AML, it is to articulate the general reasoning process leading up to a problem statement (i.e., ML). The most common form of computer “support” for this initial phase in designing an AML system is to provide convenient access to a variety of information sources, such as the user, and any external electronic sources and to detect developing problems and opportunities [6] [28]. Use of agents for this task has been widely advocated. For example, Teo and Choo
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**FIGURE 1. DECISION-MAKING / PROBLEM-SOLVING PROCESS MODEL FOR AML**
[27] stress the importance of automated gathering of relevant information for competitive intelligence. As long as the system collects all necessary information, it needs to check all the client data and every transaction. Given the volume and complexity of business transactions, the automated system is capable of monitoring all data in a consistent manner that would not be possible if people were doing the task. If a suspicious client profile or an abnormal transaction is detected, a call for decision-making regarding possible ML schemes will be launched and passed to the next phase.

In the design phase, the possible ML risk will be diagnosed. To achieve this, it is necessary to first analyze the data collected and deliverables generated from the intelligence phase. It is very important at this stage to assemble the information in order to discover the suspicious patterns of behaviors that hidden behind client profiles and large volumes of transaction data over time. It is also important to learn and adapt new sophisticated ML schemes when they rise. After identifying the suspicious ML activities, it is necessary to communicate to the final decision maker – the human AML specialists. The communication is not as straightforward as it may first appear. The automated system should be able to report to the right personnel according to the ML scenario. And corresponding supporting materials, reasoning documents, and appropriate filtering or prioritizing should also be provided by the automated system as a part of reporting.

In the choice phase, the decision makers, who are the AML analysts, will apply their human intelligence and experience to determine if there is a ML suspicion and worthy of reporting and taking actions. As the focus of this paper is on the conceptual modeling, design, and development of an automated AML system, the human expertise decision-making / problem-solving behaviors will not be discussed here.

Many research studies show that AML is a complex decision situation in which decision makers attempt to gather a good deal of information before making their final choice. However, for different decision-making phases the required information differs, thus, it is not efficient to collect all the data at the very beginning and pass it throughout the entire decision-making process. Therefore, in our proposed framework, with the design and choice phases, information corresponding to their tasks would be requested from the intelligence phase when required (bidirectional arrow means information requesting and providing). For the same reason, for the choice phase, information from previous design phase would also be requested when required.

4. DESIGN AND DEVELOPMENT OF INTELLIGENT ANTI-MONEY LAUNDERING SYSTEM (IAMLS)

Our intelligent anti-money laundering system (IAMLS) provides the ability to monitor every single financial transaction, discovering unusual behavior, and separating out those transactions that are determined to represent a true risk for the financial institutions. The IAMLS is able to learn and adapt, comprehending new ML schemes as they arise. It takes an enterprise-wide approach, determining every transaction that is unusual as opposed to looking for specific patterns or behaviors while analyzing both the client profile and the transactions undertaken by the financial firm. The analysis and design of a novel agent-based IAMLS is described in this section, based on the proposed conceptual model.

4.1. System Design Architecture

As discussed in the previous section, the optimum way to implement ML prevention controls is as a synthesis of human expertise and automated intelligence. In this research, the automated system performs the detection work, raising alerts for transaction deemed suspicious; while the human analysts perform investigation into the cases that are raised.

There are two ways to develop the AML solution: we can reengineer existing financial systems to support AML functions, or develop an independent AML system to link with the existing applications through which all client and transaction data would pass during its lifecycle. The existing financial systems are distributed in various institutions, e.g., banks, insurance companies, security trading firms. Our work is to fundamentally use internal resources to build software capabilities to interact with legacy systems.

Based on the analysis above and the conceptual model in the previous section, the design architecture of the IAMLS is portrayed in Figure 2, which describes the internal interactions among agents and the external relationship between the IAMLS and existing financial systems.
The agents are distributed in financial organizations or departments involved in AML; they communicate with each other through the Internet. As related before, all these agents work autonomously and collaboratively in the multi-agent environment. Each agent focuses on its particular task without inventions from outside. And by drawing on other agents’ knowledge and capabilities, agents can overcome their inherent bounds of intelligence and work collaboratively to pursue their goals.

As discussed before, the Intelligence Group contains Data Collecting Agents and Monitoring Agents. The following Design and Choice Groups enable the system to collect data internally and externally. In particular, the Internal Data Collecting Agent is in charge of acquiring real-time data from existing financial systems for the client profile assessment, transaction risk measurement, and further behavior diagnosis and reporting. Several kinds of data related to possible ML schemes are required for ML prevention controls, such as client profiles, financial transaction details, account reference data, client reference data, historical statistics, etc. On the other hand, the External Data Collecting Agent retrieves open data from ML watchdog agencies, national government, and other authorities. The data includes international standards, official thresholds, watch list, legislations, etc.

Two kinds of Monitoring Agents include Client Profile Monitoring Agent and Transaction Monitoring Agent, are proposed in our system to monitor potential ML schemes on a client-by-client, transaction-by-transaction basis. Both agents comply with the global-accepted core policy for effective ML controls – KYC (Know Your Customer).

- The Client Profile Monitoring Agent is to assess a wide variety of detailed information relating to the client’s account, typically collected at the time that the account is opened. The agent provides a single view of the client profile incorporating all of the various financial relationships that the account has an affiliation with. The types of analytical activities that are part of the agent client profiling processes include, but are not limited to: watchlist name screening, high risk country alerting, financial source or channels, business relationship, and political affiliation. Each client is classified into different risk profiles. And based on the client risk classification, the agent determines the frequency and the intensity of monitoring.

- The Transaction Monitoring Agent is to identify transactions that pose the greatest risk for potential ML activities. Transaction determined to be of a higher risk can vary from organization to organization based on their lines and types of business. For instance, the risk associated with transactions from a bank would be different from those associated with an insurance agency or a securities firm. In general, the transaction risk behavior include, also not limit to [21]: rapid movement of funds in or out of the account, sudden activity into a previously dormant account, frequent changes to an account, recurring transactions, hidden account relations, offsetting trades, settlement and/or standing instructions of an account, the movement of funds without a corresponding trade, and the deposit of excess collateral into an account.

Normally, if a questionable client profile or an unusual transaction is captured by the Monitoring Agents (Intelligence Group), a risk report will be issued and sent to the Behavior Diagnosing Agent (Design Group) for further investigation. However, an emergent suspicious activity report (SAR) could be issued to be reported to the user for instant action. When receiving the risk reports from Monitoring Agents, the Behavior Diagnosing Agent will start its diagnosing process to investigate the complex behavior that is commonly associated with ML schemes. This agent may conduct analysis on risk reports from Monitoring Agents and request any additional information if necessary to examine the cases. The agent allows financial institutions to detect wrongdoing by finding suspicious patterns of behavior that may be hidden behind large volumes of financial data. It is also able to identify suspicious events and entities that build over time, thereby separating them from every day events and transactions in order to target the offending behavior.
When the Behavior Diagnosing Agent identified unusual or suspicious behavior, a suspicious activity report (SAR) will be automatically produced and sent to the Reporting Agent (RA), which is also a part of Design Group. Then the RA will present and communicate a potential ML alert to the appropriate compliance personnel through the User Agent for case management investigation and action. Alternatively the RA will automate or take a specific course of action, for example, interfering with standard operations to block a particular suspicious transaction. Cases for investigation are filtered and prioritized based on the severity of the alert. The RA is able to support the business process to assist with suspicious case investigation. It does this by providing evidence of client activity and information, ensuring the case officer has all of the relevant customer intelligence at hand. If necessary, additional information is requested from Behavior Diagnosing Agent. This allows them to make a fact based decision and it also demonstrates regulatory due diligence in the process. The RA also facilitates combining the automatically generated alerts with suspect manual reports, to build the case for investigation. The reporting facilities within the RA provide a complete tracking system and audit trail for managing actions in response to detected events or suspicious behavior. Such comprehensive reporting allows the financial institutions to demonstrate compliance to the AML rules and adherence to the regulatory requirements.

In the last Choice Group, there is only one agent – the User Agent, and the end user involved. The User Agent enables users to view the current state of the financial transactions and ML monitoring, diagnosing, and reporting processes and allows them to convey their own judgments, opinions, and arguments relative to ML detection to the rest of financial institution. The agent also enables the corresponding users to issue requests to the other agents in the system.

4.2. System Operation

In order to evaluate our architectural design, a prototype has been implemented. The prototype system carries out the analysis, monitoring, diagnosing, and reporting using simulated client profile and financial transaction data based on a small number of intelligent agents.

Within our prototype, the Data Collecting Agents continuously collect relevant simulated client and transaction data in real time, automatically response to any data request from other agents in a timely manner. The Monitoring Agents and Behavior Diagnosing Agent are pre-configured with detailed ML scenarios. These scenarios are patterns of behavior that are of interest to the organization and based on the Regulator’s compliance rules (e.g., FATF 40 Recommendations). The scenarios are adaptable and can easily be extended. The agents have the flexibility to allow the organizations to incorporate their own specific business scenarios reflecting their security practices. In addition, various advanced techniques are combined into a holistic, risk-based approach. By evaluating other risk factors, the most relevant alerts are raised. With a risk-based approach, a combination of rules, anomaly detection, neutral network, fuzzy logic, linear programming are employed and assigned a risk weighting. For each scenario, scores are assigned to each risk factor, and then multiplied by the risk weighting to get the overall scores. By so doing, financial organization is able to more effectively evaluate the subtle patterns of ML in the context of other existing risk attributes. When dealing with previously unseen patterns, these agents are able to remember the patterns, for future reference, and make generalization about them. In this way, they can adapt to different inputs and produce findings on both previously seen and previously unseen patterns. The User Agent provides the interface to the user, who may be a ML analyst. It communicates and cooperates with other agents, automatically executes its operation, and gives different response to environmental changes. The User Agent is instructed by the user during initialization to start the data simulation and the autonomous monitoring and diagnosing activities. Subsequently, the agents perform their tasks continuously and accurately until the user asks them to stop or change their goal.

The following suspicious ML scheme example illustrates how our prototype works. Three months of simulated banking transaction data shows deposits were made daily to a foreign currency account totaling about US$350,000. In the same period of time, there are 10 wire transfers totaling US$2.7 million to a bank in the United Arab Emirates. These unusual activities are captured by the Transaction Monitoring Agent and are forwarded to the Behavior Diagnosing Agent by a risk report. In order to investigate this case, the Behavior Diagnosing Agent request client profile analysis from the Client Profile Monitoring Agent, source and destination account information and transaction details from the Transaction Monitoring Agent, and related additional data from the External Data Collecting Agent. After the risk-based analysis, three alerts with reasoning were given by the prototype: the first one is “Relationship with terrorism,” since company profile shows most of the transactions of this company were conducted by countries associated with terrorist activities (e.g., United Arab Emirates, which is identified as a high risk country). The second alert is “The company was involved with several drug transactions occurred in Colombia,” it is because based on the findings of the Drug Enforcement Administration and the bank records, the company was always receiving money from accounts owned by Columbia organizations. The third one is “Unclear source of a large amount of money,” where no materials showed how money is earned from its business, only records indicated that the company received money from individual accounts of other countries or Columbia companies or banks.
CONCEPTUAL MODELLING AND DEVELOPMENT OF AN INTELLIGENT AGENT-ASSISTED DECISION SUPPORT SYSTEM

This paper explores the approach of applying intelligent agents for money laundering prevention controls to overcome the limitations of existing anti-money laundering (AML) solutions. In this study, we proposed a decision-making / problem-solving process model for AML by applying Simon’s [26] classical model of a decision process. Based on this conceptual model, a novel and open multi-agent-based AML system is designed and implemented, in which various classes of intelligent agents are proposed to provide a set of functionalities for AML. In sum, the main contribution of this study to the research literature can be summarized as follows:

- The decision-making / problem-solving process model of AML: This is a conceptual model that identifies the specific activities involved in each decision-making / problem-solving phase for AML. The application of this model can lead to an unambiguous understanding of the concepts of FFP, and provide a uniform framework with which different approaches can be integrated together to provide more sophisticated functions and facilities. Therefore, by creating a rich conceptual model, the study provides a solid framework for AML system practice. This model provides the basis for formal study and leads to analysis, design, and development of AML systems.

- System design innovation: A novel and open architecture for AML has been designed. Our approach has several advantages for AML:
  - Intelligence: Complex and distributed ML schemes can be identified and diagnosed by a number of intelligent agents through their properties, such as autonomy, reactivity, proactivity, and social ability.
  - Adaptivity: Our system can not only perform autonomous monitoring and diagnosing work, but also be able to learn from its environment, adapt to changes in the environment and to make decisions that can then be delivered to and interpreted by human eyes.
  - System integration: Through the User Agent, our intelligent AML system is able to easily integrate with legacy financial application.
  - Scalability: It is easy to add more business functionalities into our system by adding more agents. It is also simple to modify, insert, or delete business rules or ML scenarios in the system.

- Business values: Our approach can offer significant business benefits in terms of reduced costs, business efficiencies, increased productivity and new style of operation.

By following the architecture, we will conduct further task analysis and knowledge acquisition on the prototype system. The system effectiveness will also be evaluated in the future.
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